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Exercise 1. Let XY be two iid real-valued random variables whose distribution has a density
f with respect to the Lebesgue measure.

1. (a) Prove that almost surely, X # 0.
(b) Prove that one can define the random variable Z =Y/ X.

2. Show that the distribution of Z has a density with respect to the Lebesgue measure and
give its expression.

1. (a)
P(X:O):E(IL{O}(X)):Aﬂ{o}(x)f(x)A(dx):O.

(b) Let us denote 2 = {X # 0} and define

Yw e Q, Z(w):{ é/(‘*’)/X(w) ifweQ",

otherwise.

Since P (%), Z is equal to Y/ X almost surely.
Moreover, Z is a random variable since it can be written as

Z=0(X,Y)1Lg

where ® : (R*)? 5 (x,y) = y/x is a continuous, hence measurable, map.

2. Let h:R — R be a bounded and measurable map, then

E(h(Z)) = fR? h(y/z) fx,vy(z,y) AM(dz,dy) by transfert theorem,
B fn@\{o} h(y/z)f(x)f(y) A(dz,dy) since X,Y ~ f,
- fR © h(u) f(v) f (uo)lv] A(du, dv) by the change of variables,
2. 0

= /ﬂ;h(u) [[R S uv) f(v)v| )\(dv)] A(du) by Fubini’s theorem.

Hence, Z admits p(u) = /f(uv)f(v)|v| A(dv) has a density. Let us justify the change of variables by
R
considering
®: R*\{0} — R 2 {0}
(z,y)  — (y/z,7)
(vy,uwv)  «— (u,v).

Obviously, ® and ®* are C' functions, hence ® is a C'-diffeomorphism. The jacobian is obtained by the
straightforward computation
1

oms| o) = 0

0
o=l

Exercise 2. Let N, Xj,Xo,... be independent random variables such that N ~ P(\) and
X1, Xo, ... have the same distribution . Let us define

N
Z=3 X
k=1

Compute the characteristic function ¢z of Z.



The fact that Z is a random variable will be treated in TD. Let £ € R, then
62(€) =E(e*7) = E (e’fz > ]1N:n) :
n=0
By Fubini’s theorem, one gets
$2(&) = E(e’fZ]lN:n).
n=0

Since N, X1, ..., X,, are independent random variables, one may simplify each term as
i£Z PEXT_ X miex, - iEX ) o L AN
E(e ILN:n):E(e k=1 ILN:n):E He E(1n-n) = HE(e ) P(N=n)=70(&)" xe -
k=1 k=1 n:

where 71(€) = /eifzu(dm) is the characteristic function of X; (and hence, any Xj since they have the same
R
distribution p). Hence, one gets

620 = 3 Y oy e -1)).

n=0

Exercise 3. Let U,V be two iid random variables uniformly distributed over [0, 1]. For all § > 0,

define
Xs=((1+6V)cos(2nU), (1 +dV)sin(27U)).

1. (a) Justify why X; is random vector.
(b) Compute the distribution of X5 and show that it admits a density.
2. (a) Prove that X converges almost surely to a random variable X as § — 0.
(b) Show that the distribution of X does not have a density with respect to the Lebesgue

measure.

1. (a) X; is the composition of the random vector (U, V') with a continuous map, hence X5 is measurable.

(b) Let h:R? - R be a bounded and measurable map. Then, by a linear change of variables and a polar
change of variables, one gets

E(h(Xs5)) = [ 2 h((1+dv)cos(2mu), (1 + 6v)sin(27u)) A(du,dv)
0,1
1
= — h 0,rsin@)A(dr,do
27r5 (1,1+8)x(0,27) (rcos,rsin6)A(dr, df)
- 55 [ M= T ).
Hence, X5 admits f5(z,y) = Wﬂfxé (z,y) as a density where As = {(z,y) : 1 <a® +y* < (1+6)%}.

2. (a) Let we, then
Xs5(w) = ((1+0V(w)) cos(2nU (w)), (1+6V (w)) sin(27U (w))) s (cos(2mU (w)),sin(27U (w))) = X (w).

Hence Xs converges to X almost surely as § — 0.

(b) Due to the expression of X, one has
P(XeS')=

If X admits a density f, then, since A(S') = 0, one would have
P(XeS')= / F(z)A(dz) =0,
sl

which is absurd.



